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ABSTRACT
The networking research community increasingly seeks to leverage
mechanism design to create incentive mechanisms that align the in-
terests of selfish agents with the interests of a principal designer. To
apply mechanism design, a principal designer must adopt a vari-
ety of assumptions about the structure of the induced game and the
agents that will be participating. (We focus in this paper on assump-
tions regarding agent preferences and non-repeated vs. repeated
games.) As we demonstrate, such assumptions are central to under-
standing the degree to which theoretical claims based upon mech-
anism design support architectural design decisions or are useful
predictors of real-world system dynamics. This understanding is
central to integrating the theoretical results from mechanism de-
sign into a larger architectural discussion and engineering analy-
sis required in networking research. We present two case studies
that examine how the valid theoretical claims of [7, 18] relate to a
larger, architectural discussion. We conclude with a discussion of
general criteria for designing and evaluating incentive mechanisms
for complex real-world networks like the Internet.

Categories and Subject Descriptors
J.4 [Social and Behavioral Sciences]: Economics; C.2.1 [Network
Architecture and Design]: Packet-switching networks

General Terms
Economics, Theory

Keywords
network architecture, mechanism design, agent preferences, repeated
games

1. INTRODUCTION
The networking community has often designed architectures and

protocols that rely on the cooperative behaviors of participants (e.g.
TCP). The field of mechanism design, though, suggests that net-
work architectures and protocols can be designed that align the
interests of non-cooperative selfish agents with the interests of a
mechanism designer. This then would seem to be a powerful theory
in which strong claims could be made of agent and system behav-
iors. However, strong claims are contingent upon many assump-
tions about selfish agents that may not hold in practice. Claims are
much weaker if a mechanism only aligns the incentives of the sub-
set of selfish agents that happen to match a principal’s underlying
assumptions.

While adopting simplifying assumptions can enable a network
architect or protocol designer to prove theoretical properties such
as the incentive compatibility or efficiency of a mechanism, these
results may not always be useful predictors of actual agent behav-
iors or system dynamics when a mechanism is deployed in practice.
While the simplifying assumptions of any theory are often easy to
criticize from a practical perspective, the point of this paper is to
not to criticize. Rather we hope to further the use of mechanism
design by the networking community by promoting a better under-
standing of the contexts in which mechanism design succeeds (or
fails) in practice to improve network and protocol designs.

While mechanism design requires simplifying assumptions – ra-
tionality, common knowledge – we focus on what mechanism de-
signers can know about agent preferences and what they assume
about whether the induced game will be a single-shot or repeated
game. We focus on these assumptions because they strongly in-
fluence how applicable the theoretical results of mechanism design
are in practice for the networking community.

The first class of assumptions we examine is the structure and
type of agents’ preferences. We consider how realistic various as-
sumptions about agents’ utilities are in practice. While the ma-
jority of agents participating in a game induced by a mechanism
may match a designer’s assumptions, it is likely that at least some
agents will fail to conform to a mechanism designer’s expectations
in networks as large, complex and diverse as the Internet.

The second class of assumptions we examine deals with whether
the game induced by a mechanism is part of a larger repeated game.
In mechanism design the induced game is typically analyzed as a
single-shot game. However, in networking, agents will interact re-
peatedly with mechanisms experiencing, over time, multiple mech-
anism outcomes. We therefore consider mechanisms which induce
an outcome in a stage-game of a larger repeated game. It is well
known that the equilibria of repeated games can be different than
the equilibria of single-shot games [11]. Indeed, previous research
in the networking community has noted the effect of repeated play
on various routing mechanisms [2]. This paper considers more
broadly the implications of the folk theorem [11] for mechanism
design in any repeated context – a context that is very common in
the real-world networking environments.

The rest of the paper is organized as follows. In §2 we discuss
mechanism design for the Internet. In §3 we examine the assump-
tions about agent’s preferences and provide an example of a mecha-
nism, Re-Feedback [7], in which assumptions about the agents play
a critical role in understanding the incentive compatibility claims.
In §4 we examine assumptions about the number of times an agent
plays the game induced by a mechanism and examine the impli-



cations for an ad-hoc routing and forwarding protocol [18] that is
designed to be incentive compatible. In §5 we discuss the impact
of our arguments on mechanism design for the Internet. In §6 we
conclude with a summary.

2. MECHANISM DESIGN
Since this paper is targeted primarily at the networking commu-

nity we begin with a brief review of mechanism design. As de-
scribed in Fudenberg [11], mechanism design can be viewed as
a multi-step game of incomplete information where agent “types”
are private information. In the first step of the game the mecha-
nisms designer, or principal, designs a “mechanism”, “contract” or
“incentive scheme.” The objective of this mechanism is to illicit
“messages” or “behaviors” from agents such that the mechanism’s
designer, or principal’s expected utility is maximized. In the case
of a benevolent principal, the expected utility that is maximized is
some notion of social welfare. As network architects we often opti-
mistically view ourselves as such benevolent principals, designing
mechanisms to improve some notion of overall social welfare for
the network.

In next step of the game, each agent either accepts or rejects the
mechanism designed by the principal. Agents that accept enter the
third step and play the game induced by the mechanism. Playing
the game entails sending messages that are selected based upon an
agent’s private “type.” In a networking context, one can interpret
sending a message to a mechanism as engaging in a behavior that is
observable to the network providers or other network participants.

The outcome of the game induced by the mechanism is called an
“allocation” or “decision” k which is computed by the mechanism
from the agent messages. The allocation consists of an assignment
of goods and transfers of numeraire [13]. The allocation, for in-
stance, in a VCG-based lowest-cost routing mechanism [8] consists
of a selection of routing path and numeraire transfers of monetary
payments to each of the nodes on the lowest-cost path. More gen-
erally, numeraire can be in terms of anything the agent values; of-
ten these are monetary transfers, but they can also be tokens that
are valuable within the context of the mechanism. For instance, in
mechanisms designed for the Internet these tokens might represent
the right to transmit in a wireless network or they might be tokens
employed in a traffic-shaping token-bucket.

The problem facing the mechanism designer is how to construct
the message space and allocation rules such that it is in the interest
of agents to truthfully reveal the private information that the princi-
pal conditions it’s allocation decisions upon. Said another way, the
mechanism must be designed to align the interests, behaviors, and
actions of the agents with the interests of the mechanism designer.

In designing a mechanism, the principal is assumed to have some
leverage over the agents that influences the agents’ choice of mes-
sages or behaviors. This leverage is rooted in the principal’s control
over how goods and transfers are allocated to the agents. When de-
signing a mechanism for the Internet then, an important question
is what can a principal assume with confidence about agent prefer-
ences? The answer to this question is critically important to both
the design of the mechanism as well as the equilibria that will result
in the induced game. These are the topics that we consider in the
following section.

3. ASSUMPTIONS ABOUT PREFERENCES
In the game of mechanism design, each agent has a private type

θi that determines the agent’s preferences over different alloca-
tions.1 Agent types are assumed to be drawn from a known set
1See (23.B) “The Mechanism Design Problem” [16], for a more

of types θi ∈ Θi. The vector of all agents types is denoted as θ =
(θ1, ...θI) drawn from a vector of possible types θ ∈ Θ1 ×· · ·×ΘI
with a probability density function φ(·). Each agent is also assumed
to be an expected utility maximizer where the agent’s utility func-
tion for an allocation k from the mechanism is denoted ui(k,θi).

Many mechanisms designed by the networking community have
further assumed that the structure of agents’ utility functions have
a quasilinear form:

ui(k,θi) = v(k,θi)+(mi + ti) (1)

where mi is the agents i’s initial endowment of the numeraire, k
is the allocation of the good, v() is the agent’s valuation function
for the allocation, and ti is transfer of numeraire to/from agents.
Quasilinear utility functions are popularly adopted because utility
can be transfered across agents through transfers of the numeraire.

A key underlying assumption is that the probability density func-
tion φ(·), the complete sets of possible types for each agent Θ1, ...,ΘI ,
and the structure of the utility functions ui(·,θi) are all common
knowledge. In other words, all of this information is known by all
agents and the principal. The only private information is the actual
type of each agent θi.

By assuming that the complete set of possible types for each
agent and structure of all utility functions are known, the princi-
pal can theoretically anticipate the effect of incentive mechanisms
upon agent behaviors. If all these assumptions are sound, i.e. the
assumptions accurately represent agents’ utilities and types in the
real world, then the mechanism designer can with confidence pre-
dict and describe the behaviors and equilibria in the game induced
by a mechanism.

3.1 Assessing utility assumptions
The question, from a network architect’s perspective, is what

should be assumed about agents’ utilities in network environments?
In this section we consider mechanisms that assume agent utility
functions are composed of terms representing the value of mone-
tary and/or network goods to an agent.

3.1.1 Monetary utility terms
A monetary term that captures an agent’s increase in utility with

increased monetary assets seems fairly safe to assume in a util-
ity function. Most selfish agents would seemingly prefer a larger
amount of monetary goods to a smaller amount.

However, even this relatively safe assumption may not hold when
considering the time value of money. An agent may be willing to
incur a smaller short-term loss for a larger long-term gain. If agents
are willing to incur loses within the induced game for longer-term
gains realized in a different larger or repeated game that includes
the induced game, a mechanism designer has more limited lever-
age to shape the agents behaviors through monetary incentives. In
effect, the agents will not be playing the game the mechanism de-
signer intended.

This is interesting because it suggests that even monetary re-
wards or penalties may not create the incentives expected by a prin-
cipal. While perhaps most likely to occur over monetary goods, a
tolerance for short-term loses for longer-term benefits also poten-
tially effects how agents value network characteristics such as the
ones discussed in the next section.

3.1.2 Network-based utility terms
The next class of terms in an agent’s utility function we con-

sider are ones that represent the value of network goods. These are
complete introduction to the assumptions summarized in this sec-
tion.



terms that represent the value of network performance characteris-
tics such as throughput, latency, and loss as well as more general
goods such as transmission or access privileges on a network. It
is often assumed that agents’ utilities are an increasing function
of improvements in the network good. Assuming that agents have
traffic they want to send or receive on the network, such assump-
tions seem at first plausible.

However, a lesson from years of quality of service research in
the networking community is that simplistic models of agent util-
ities are inadequate in the real-world [5]. Assuming that agents
always value improvements in any one metric of network perfor-
mance, such as throughput, latency, or network access fails to de-
scribe any one individual agent let alone being a good model for all
agents on the network [5].

Moreover, in most networks today, agents are actively seeking
to send or receive traffic only a small fraction of the time. Dur-
ing these periods, incentives leveraging the fact that agents value
improvements in network performance will be effective. But, this
raises the question of what governs and motivates an agent’s be-
havior during other times? One is tempted to answer that agents
will just cooperate during periods when they themselves are not
selfishly invested in how the network is performing. But such a re-
sponse weakens the strength of claims that can be made regarding
a mechanism, particularly in networked environments, such as we
have today, where actively malicious behaviors are common.

Finally, we note that a mechanism deployed in the real world
cannot selectively admit only those agents that are well modeled by
the utility functions assumed by the principal. Agent utilities and
types are inherently private information. Agents that do not con-
form to a principal’s assumptions may participate in the induced
game. Therefore, the claims that can be made for a practical mech-
anism must be seen as limited to the subset of selfish agents that
match a principal’s underlying assumptions.

3.2 Case study: Re-Feedback
In this section, we provide a concrete example of a mechanism,

Re-Feedback [7], in which assumptions about the agents play a crit-
ical role in understanding the incentive compatibility claims. We
selected Re-Feedback because it was presented at one of the pre-
mier networking conferences and leverages mechanism design in
support of a proposed real-world network architecture. We first
provide a brief overview of the mechanism.

3.2.1 Objectives and incentives
The Re-Feedback framework attempts to add accountability for

causing congestion to transport protocols. It is a technical network
architecture that enables a “receiver-aligned” view of the down-
stream congestion along a path. How this congestion information
is employed is left to the discretion of the network operators. They
could directly charge or shape traffic based upon the congestion
information.

We present a slightly abstracted description of the Re-Feedback
mechanism; for details readers should consult the literature [7].
The framework leverages the Explicit Congestion Notification (ECN)
bits of the IP header and the congestion feedback in the transport
header in a novel manner to expose to network providers along a
path the sender’s “true” expectation of downstream congestion.

In Re-Feedback, the sender of a flow of traffic declares the ex-
pected congestion along the path (i.e. the rate at which the congestion-
experienced (CE) bit will be set by ECN-capable routers) by setting
selected bits (the ECT(0) code point) in the IP header. From replies
sent back from the receiver in the transport protocol, which indi-
cate the actual congestion experienced rate, the sender is capable

Sender Receiver

Shaper(expected congestion) Dropper

ISP ISP ISP

expected congestion

actual congestion( (

ISPISP ISP

Figure 1: The incentives of Re-Feedback are designed to in-
duce senders to truthfully report the expected congestion along
a path. A shaper creates an incentive for senders to not over-
state their view of expected congestion. A dropper creates an in-
centive for senders to not understate their view of downstream
congestion.

of accurately adjusting it’s expectation of downstream congestion.
Routers in the framework are unmodified; they are simply assumed
to set the CE bit in packets during periods of congestion.

Of course, without additional components, senders would have
no incentive to accurately state their expectation of the downstream
congestion. Re-Feedback tries to create this incentive through the
addition of shapers and droppers in the network (see Figure 1). A
shaper creates an incentive for senders to not overstate their expec-
tation of downstream congestion by shaping the traffic flow to con-
form to a TCP-friendly rate given the stated expected congestion
rate. A dropper creates an incentive for senders to not understate
their expectation of downstream congestion by dropping enough
traffic to make the rate of congestion marked packets (CE) equal to
the rate of packets marked with expected congestion (ECT(0)) in a
flow of traffic.

Any deviation from truthfully stating the expected downstream
congestion leads to shaping or dropping the sender’s traffic so that
the overall throughput to the receiver is reduced. These incentives
are designed to lead to a maximization of social welfare where the
social welfare function is the global aggregate throughput in the
network.

3.2.2 Claims and analysis
A series of claims are made regarding the behaviors that the Re-

Feedback framework will induce [7].

1. “We have introduced an incentive framework which ensures
that the dominant strategy of selfish parties around the feed-
back loop will be to declare Re-Feedback honestly.” (p.11)

2. “The ingress edge network can rely on downstream conges-
tion declared in the packet headers presented by the sender.”
(p.5)

3. “Inter-domain congestion charging ensures that any network
that harbors compromised “zombie” hosts will have to pay
for the congestion that their attacks cause in downstream net-
works.” (p.9)

We now examine the implicit agent assumptions underlying these
claims. The first assumption is that all agents’ utilities are an in-
creasing functions of throughput (throughput is the good being al-
located by the mechanism). If the ingress network charges for a
sender’s declared expected congestion, the agent utility function
u() has a classic quasilinear form with a valuation function v() in-
creasing with increased throughput and the transfer charges ti in-
creasing as well with increases in the expected congestion rate. The
question, then, is are these sound assumptions for agents on the In-
ternet?



Perhaps, in some scenarios these assumptions would be sound.
But if Re-Feedback is positioned as a general purpose incentive
architecture for the Internet this may not always be the case. Con-
sider, for instance, a prevalent problem on today’s Internet of denial
of service attacks. Agents that participate in such attacks not only
do not value their own throughput, they also want to diminish oth-
ers’ throughput as well.

As indicated by the zombie claims above, the Re-Feedback frame-
work seeks to address such malicious behavior. But consider the
following behavior of an agent that wanted to launch a denial of
service attack on the network infrastructure. All the agent would
have to do would be send network traffic at any rate (up to full ac-
cess line rate) declaring no expected downstream congestion (e.g
the ECT(0) code point is not set on any packets).

But note that this strategy could reasonably be employed by non-
malicious agents as well. An application might be designed that
employed a loss resistance encoding (e.g. erasure coding) and streamed
a large data set across the network. Declaring no expected con-
gestion would result in the Re-Feedback dropper discarding many
packets if the network were congested, but the application would be
able to make use of any available non-congested network periods.

Note the result of this strategy in the Re-Feedback framework.
Even if the ingress network is charging for declaring downstream
congestion, the strategy is cost free as no congestion is ever de-
clared. As no packets are marked with an ECT(0) code-point, the
shapers also have no effect. The flow of traffic will be discarded by
a dropper in the Re-Feedback framework, but, since droppers nec-
essarily maintain flow state (and thus will always likely be closer
to one of the network edges), this may not be until the egress edge
network. (Egress droppers are depicted in the Re-Feedback paper
[7].) This means that no network element before the first dropper
can ever rely on the expected congestion declared for a flow if such
agents are indeed present on the network.

Now consider that to combat this strategy, a dropper is added to
the ingress edge of the network. An agent only has to declare an
expected level of congestion equal to the congestion on the path
from the sender to the ingress dropper. But still no element on the
path from the ingress dropper to the egress dropper can rely on the
congestion information declared by the sender. Adding additional
droppers along the path raises the costs to the sender, but no guar-
antee can ever be made that all elements along a path can rely upon
the declared expected congestion rate being representative of the
actual downstream congestion.

The fundamental issue is that only the agents that seek to max-
imize throughput to a receiver will exhibit the social welfare max-
imizing behaviors. Given that many selfish agents on the Internet
may not conform to these assumptions, the mechanism claims for
Re-Feedback should perhaps be interpreted more narrowly.

Note, though, that we do not consider it a failure that Re-Feedback
does not accommodate all the types of selfish agents on the Inter-
net. Creating an incentive mechanism that aligns the interests of a
subset of agents may be a worthwhile improvement over the cur-
rent Internet that largely assumes full cooperation from all agents.
It is, however, important to understand the limitations.

4. MECHANISM DESIGN FOR REPEATED
GAMES

Classically, mechanism design is viewed as inducing a single-
shot game. However, when mechanism design is applied to the
construction of protocols and architectures for networking prob-
lems, it is actually more likely the same agents will be repeatedly
playing the game induced by the mechanism.

From this perspective, the outcome of a game induced by a mech-
anism must be seen as the outcome of a stage-game i.e. one iter-
ation of a single-shot game, in a larger repeated game. However,
the effect of incentives in a single-shot game can be different then
in a repeated game. The classic example of this is the prisoners’
dilemma game. The only equilibrium in the single-shot game is for
each prisoner to defect and take a plea bargain. However, in the
repeated game, staying silent can also be an equilibrium strategy
[11].

In general, any mechanisms designed by the networking com-
munity that are repeatedly played must be analyzed as repeated
games. This entails that important theoretical results in repeated
games must be considered – namely the “folk theorems” for re-
peated games (see Fudenberg [11] for formal statements of the folk
theorems in repeated games).

The folk theorems assert that, if players are sufficiently patient,
any individually rational, feasible outcome can be enforced by an
equilibrium. To be individually rational, players select actions in
each stage game that minimizes the maximum possible loss that
they will face in the overall repeated game. A feasible outcome
is one in which the rationality condition is satisfied for all agents.
Thus, in a repeated game, almost any outcome can be an equilib-
rium outcome [11].

But since any feasible outcome can be supported for the repeated
game, this raises the question of how much influence the incentives
of the mechanism designer inducing each stage game has over the
overall equilibrium of the repeated game. Consider again the clas-
sic prisoners’ dilemma cast as a mechanism design problem. The
principal representing the justice system wants to allocate prison
sentences in such a way that induces guilty suspects to defect from
their partners and tell the truth about their crimes i.e. the principal
wants to design an incentive compatible mechanism.

However, in the context of a repeated game, prisoners will al-
ways maximize their utility by continuously remaining silent in
each stage-game. Such an equilibrium can be enforced, for in-
stance, if agents adopt tit-for-tat or grim trigger strategies that pun-
ish any agent that ever defects. The principal representing the jus-
tice system in this repeated game cannot design an incentive com-
patible mechanism for a single stage game if the penalty allocated
to two prisoners that both remain silent must always be lower than
the penalties if they both defect.

In different contexts, though, a principal can, to a degree, influ-
ence the equilibrium of the repeated game through the design of
the messages that each agent can send to the mechanism. The work
of Afergan [2], for instance, considers the effect of protocol peri-
ods and field granularity on the equilibrium price computed by a
routing protocol. We are unaware of general results in this area; it
appears that each mechanism must be analyzed individually in the
context of a repeated game to understand what effect the control of
incentives in each stage game will have over the equilibria in the
repeated game.

4.1 Case study: ad-hoc networking
To illustrate the importance of considering repeated games in

the engineering of network protocols we consider the incentives
created in ad-hoc wireless networks by the protocols described by
a 2005 paper in one of the premier conferences on wireless and
mobile networking [18]. We focus in particular on the protocols for
the routing stage. Space limitations preclude us from presenting a
longer overview of the protocol. For specific details, consult the
paper [18].



4.1.1 Ad-hoc routing and forwarding protocols
The goal of the routing stage is to compute the true costs, i.e. the

power levels required for transmission, for each link along a path in
the ad-hoc network. Based upon these costs, the price paid to each
node on the lowest cost path is computed similar to the VCG-like
mechanism presented in [4].

The challenge in wireless ad-hoc networks, the authors note, is
that the cost of a link cannot be determined by the sender alone.
Receivers are an integral part in reporting what power levels the
sender must employ. In certain circumstances, which the authors
describe, receivers have an incentive to misreport the power lev-
els that a sender requires for transmission. To address this chal-
lenge the protocol designers employ a cryptographic solution that
involves sending multiple messages, encrypted under a key shared
with a third party, at increasing power levels. The receiver transmits
all received messages to the third party that decrypts the messages
and computes the true cost of each transmitting node.

4.1.2 Claims and analysis
A series of claims are made regarding the behaviors that these

routing and forwarding protocols will induce [18].

• “We ... design the first incentive-compatible, integrated rout-
ing and forwarding protocol in wireless ad-hoc networks.”
(p.13)

• “We show that following the protocols is a dominant action
for [the routing stage.]” (p.13)

These claims, however, are based upon an analysis of a single-
shot game induced by the protocols. However, routing and for-
warding in an ad-hoc network will unquestionably be a repeated
game. As Afergan [2] notes, agents can advantageously deviate
from the behaviors they would exhibit in a single-shot version of
a VCG-based routing game. Namely, agents that collude (either
implicitly or explicitly) have an incentive to reveal costs that are
higher than their true costs so that they can enjoy larger payments
from the mechanism. Thus, the principal’s goal of truthful reve-
lation of costs is potentially thwarted in a repeated game. Indeed,
collusion between agents can only be supported in the context of a
repeated game.

This is interesting because the cryptographic approach taken in
this purposed protocol represents considerable engineering effort
to align the incentives of a single-shot game. If, in fact, the game is
repeated, admitting other agent behaviors, the considerable effort at
aligning the incentives in the single-shot game appears potentially
less worthwhile in the context of an engineering cost analysis.

5. DISCUSSION
This paper can be seen as an examination of applying theory to

practice. While simplifying assumptions are crucial to employing
theory and models, this necessarily entails that any model will not
capture all details of the real-world. What is crucial is to understand
when theory and models provide support and understanding of a
system design versus when they are no longer applicable.

The theory of mechanism design can “raise the bar” of network-
ing and protocol designs even if it does not accommodate all the
types of selfish agents on the Internet or perform exactly as ex-
pected in a repeated game. We do not consider a mechanism de-
signed for the Internet to be a failure simply because one can con-
struct agents that do not meet the principal’s assumptions. Creat-
ing an incentive mechanism that aligns the interests of a subset of
agents is an improvement over a design that assumes full coopera-
tion.

But understanding the real-world limitations of theoretical claims
is important from an architectural and system engineering perspec-
tive. It is this understanding of the real-world limitations that en-
ables the theoretical claims to be integrated into a larger architec-
tural discussion and engineering cost analysis. While there is not a
rigorous framework in which to conduct this discussion and anal-
ysis, we offer the following criteria for designing and evaluating
incentive mechanisms for complex real-world networks like the In-
ternet.

1. Explicitly state assumptions: Understanding the implications
and applicability of mechanism design requires the underly-
ing assumptions to be explicitly stated so that they can be
analyzed and tested for soundness.

2. Design defensively: Network architectures and protocols should
not rely upon incentives derived from mechanism design alone
to ensure that desirable system dynamics are achieved. At
least some agents in any network environment will not con-
form to a mechanism designer’s assumptions.

3. Understand the limitations of simple models of utility: As-
suming that agents always value improvements in any one
metric of network performance, such as throughput, latency,
or network access is not a realistic model of real-world agents.

4. Analyze the repeated game: Many mechanisms designed for
networks will, in fact, be repeatedly played. The incentives
created by this repeated play must be analyzed as a repeated
game.

6. RELATED WORK
Our work was motivated by considering the implications of de-

ploying, in practical networks, some of many mechanisms that have
been proposed for network environments in recent years. This in-
cludes the work of [4, 7, 8, 10, 18].

While our work focuses on the underlying assumptions about
agents, the work on Distributed Algorithmic Mechanism Design
(DAMD) [9, 10] emphasizes the importance of the algorithmic prop-
erties of mechanisms designed for the Internet. They introduce the
notion of protocol-compatibility which focuses on two aspects of
the practical feasibility of a mechanism: the computational tractabil-
ity and deployability of a mechanism.

The work of Afergan et al. [1, 2, 3] emphasizes the importance
analyzing networking problems as repeated games. One of the fo-
cuses of this work is that the mechanism designer can influence
the equilibria that occur in an incentive-based routing mechanism
by controlling some of the protocol parameters such as the period
lengths and granularity of protocol fields [2]. These results are de-
pendent on other agent assumptions such as the adoption of “trigger
price strategies.”

Practical experiences applying mechanism design and game the-
ory to networking problems are reported in Mahajan et al. and
Huang et al. [12, 15]. Both note that theory does not necessarily
apply as completely or easily as one might initially have hoped.

Potentially more realistic models of agents utilities are consid-
ered in [6]. The work of [17] considers how to prove, under certain
assumptions, that an implementation of a mechanism in real-world
system will match a designer’s specification.

Finally, if a mechanism designer can re-implement a mechanism
repeatedly then any outcome the designer cares about can be imple-
mented in dominant-strategies [14]. This becomes possible because
the principal can learn agents’ preferences by observing their past
behaviors.



7. CONCLUSION
This work focuses attention on the underlying assumptions about

agents and how they will interact with mechanisms in complex net-
works like the Internet. We have emphasized that strong claims are
contingent upon assumptions about the selfish agents and how they
will interact with a mechanism. We have suggested that claims
should perhaps be interpreted more narrowly if mechanisms only
aligns the incentives of a smaller subset of selfish agents that match
a principal’s underlying assumptions. But we emphasize that cre-
ating an incentive mechanism that aligns the interests of a subset
of agents can still be seen as an improvement over a design that as-
sumes full cooperation from all agents. Finally, we emphasize that
mechanism design cannot be a substitute for a systems engineering
perspective.

In summary, the contributions of this paper are the following:

• A study of two classes of assumptions (agent preferences and
repeated vs. single-shot induced games) and their impact on
mechanisms designed for complex, real-world networks

• A consideration of what the folk theorem entails for any mech-
anisms that induce an outcome in a stage-game of larger re-
peated game

• Example case studies that illustrate understanding and evalu-
ating theoretical claims based upon mechanism design in the
context of larger architectural and engineering discussions

• A list of architectural and design criteria to consider when
evaluating or applying mechanism design for networking prob-
lems
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