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In today’s Internet, pervasive monitoring is 
deemed a threat.
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Internet users and service providers don’t know 
who’s watching their Internet traffic.
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We desire a way to detect who is monitoring 
Internet traffic and where it’s being monitored.

• Want to detect organizations who monitor traffic and systems that monitor 
traffic, such as network firewalls or email filters

• Want to know where they are, be it along network links or at edges
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Research question:
Can we build a system that remotely detects monitoring?
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We propose the use of nonces to accomplish 
this.

• Nonces are single-use, pseudorandom values

• First, we actively disseminate nonces, i.e., we transmit them as a packet’s IPv6 
source address in an active measurement survey 

• Then we passively listen for a surveillant to propagate/react to the nonce, e.g., to 
use it in a reverse DNS query

• Because nonces are unique, we can correlate the dissemination with subsequent 
propagations/reactions

• We’re also able to glean topological information on paths that nonces traverse, 
which helps locate where the surveillants might be
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We present NOISE, the Nonce Observatory for 
Inverse Surveillance of Eavesdroppers.

• A novel way to detect monitors of Internet traffic remotely
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Agenda

• Describe the system

• Present our results
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Let’s describe the system.
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We disseminate nonces and listen for reactions.

• There is an active component to our system and a passive component

• We need a way to actively spread nonces (dissemination) in Internet traffic 
and to passively detect reactions to these nonces (propagation)

• There are various strategies we could use to realize both components

• We used a worldwide, IPv6 traceroute-like measurement campaign to do just 
that and detect surveillants
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Our Strategy - The Nonces

• First we generate 64-bit nonces, and because of IPv6’s huge address space, 
we embed them in (128-bit) IPv6 addresses, for example, in the lower 64 bits

• We generate nonces by encrypting 64 bits of data with the ChaCha20 stream 
cipher

• We do this because it’s important that our nonces be unpredictable

• If they were predictable, an adversary could craft and transmit valid nonces 
itself, instead of by merely reacting to ours, confusing our analysis
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Our Strategy - The Active Component

• With our “nonced” IPv6 addresses in hand, we disseminate them by running a 
special traceroute campaign.
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First, let’s review how regular traceroute works.

• Probes are sent from the IP address of the source host to the targets

Target 
host Y

Target 
host Z

Traceroute from X
to Y

Traceroute from X
to Z

Trace 
source X

Source IP: X; TTL: 2

Source IP: X; TTL: 2

Source IP: X; TTL: 1

Source IP: X; TTL: 1
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In our special traceroute campaign, we craft or forge
one-time-use, nonce-laden source addresses.

• We emit packets with those rather than the host’s usual source address. Here 
we show one nonce per destination.

Traceroute from X
to Y

Traceroute from X
to Z

Trace 
source X

Source IP: NY; TTL: 2

Source IP: NZ; TTL: 2

Source IP: NY; TTL: 1

Source IP: NZ; TTL: 1

A reaction to nonce NY indicates 
that a surveillant was along the 

path to Y. Target 
host Y

Target 
host Z
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Let’s have forged source IPv6 addresses for 
each TTL (hop limit).

• The IPv6 number space is huge so we can afford to place a unique nonce in every 
packet we emit; Offers us finer granularity in determining where the surveillant actually 
was along the path

Traceroute from X
to Y

Traceroute from X
to Z

Trace 
source X

Source IP: NY2; TTL: 2

Source IP: NZ2; TTL: 2

Source IP: NY1; TTL: 1

Source IP: NZ1; TTL: 1

A reaction to nonce NY2 indicates that 
a surveillant was within 2 hops along 

the path to Target Y.
Target 
host Y

Target 
host Z
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How are we able to collect responses to our traceroute 
probes given that the source addresses are forged?

• We limit our forged sources to an IPv6 address block (/36) completely under our 
control and forward all packets destined to addresses within that block to the NOISE 
source host

Traceroute from X
to Y

Traceroute from X
to Z

NOISE 
source host

Source IP: NY2; TTL: 2

Source IP: NZ2; TTL: 2

Source IP: NY1; TTL: 1

Source IP: NZ1; TTL: 1

Our router

Set up static route in our router to forward all 
addresses within our /36 to our NOISE source host

Target 
host Y

Target 
host Z
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Let’s take a closer look at the /36 IPv6 address 
block that’s under our control. 

• The NOISE address block is an IPv6 /36 prefix that has 292 possible 
addresses, each of which can contain any of 264 possible nonces

2001:0db8:0XXX:XXXX:dead:beef:f00d:cafe

36-bit prefix 64 bits

92 bits

128-bit IPv6 address
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Our Strategy - The Active Component

• In our experiments, we ran yarrp on a computer dedicated to NOISE—this is 
our trace source host

• We traced from nonced IPv6 source addresses to the approximately 15.2M 
target addresses used in prior work[1] which is to the best of our knowledge 
the largest IPv6 topology survey to date

• We are disseminating our nonces while getting a sense of the topology so we 
can know where the monitoring happened

[1] “In the IP of the Beholder: Strategies for Active IPv6 Topology Discovery” by Beverly et al. (IMC 2018)
https://arxiv.org/abs/1805.11308 18
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Our Strategy - The Passive Component

• After disseminating our nonces via this special yarrp-based traceroute survey, 
we then wait to see who or what reacts with interest to our nonced source 
addresses

• An example of “interest” could be the receipt of a packet destined for a nonce-
laden address from a host that was not a target of our traceroutes, and we 
capture all such unsolicited packets on our machine. We call these “pcap” 
reactions.
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Our Strategy - The Passive Component

• We know from experience that a common reaction to unsolicited traffic from 
an unfamiliar address (from our /36) is to perform a reverse DNS query on it

• We capture this traffic at our NOISE DNS server, which is NSD (open-source 
DNS server) running on a virtual machine (VM) that was made to be the 
authoritative reverse DNS nameserver for NOISE’S /36 IPv6 address block

• This way, we’re able to capture DNS queries involving any of our nonced 
source addresses ourselves

• We refer to these as “rdns” reactions
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Our Strategy - The Passive Component

• Our nameserver is also authoritative for forward queries in two NOISE project 
domains, which enables us to capture “fdns” reactions

• And we have access to DNSDB, a passive DNS database, which allows us to 
determine when queries for our nonced addresses or project domains were 
shared with this third-party commercial database, and we refer to these as 
“pdns” reactions
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We employ all of these components in our NOISE experiments 
to evaluate its performance in detecting monitoring.

Our Router
NOISE trace 
source host 
machine

/36

yarrp
NSD

Our VM

apache2
pcappcap

DNS database

2001:0db8:0XXX:XXXX:dead:beef:f00d:cafe
something1.noise.example.com 
something2.noise.example.com 
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Let’s discuss our results.
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Our results come from three experiments.
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Macroscopic View

• Across three experiments, NOISE detected monitoring more than 200k times, 
ostensibly in 268 networks, for probes destined for 437 networks.

• We are particularly interested in the following types of evidence of monitoring:

• rdns: reverse lookups

• pcap: unexpected packets that talk back to our nonced source addresses

• pdns: entries in DNSDB, a commercial passive DNS database
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Macroscopic View: times to detection of nonce propagation
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Macroscopic View
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Macroscopic View
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Macroscopic View
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Microscopic View of NOISE Capabilities and Results Validation

30



31



NOISE Capability 1: Detection of Curious Queries and
Improved Reachability Measurements
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NOISE Capability 2: Detection of Sharing Passive DNS Data
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NOISE Capability 3: Detection of Eavesdropping
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Conclusion

• We have presented NOISE, the Nonce Observatory for Inverse Surveillance of 
Eavesdroppers, a novel way to detect monitors of Internet traffic remotely.

• While NOISE currently implements one mode of nonce dissemination, many 
others are possible, e.g., in the WWW

• And we envision a system that is so pervasive, surveillants would have no 
choice but to observe our nonce-laden traffic, improving detection of 
surveillants whenever they act on their observations
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